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Thank you for inviting me! I'm really pleased to be here. 

So, I’m going to be talking today about the use of AI for qualitative research and, specifically, on whether it can conduct qualitative interviews. 
 
Can it do the job of asking the right questions, not just analyzing and interpreting the answers.



Session Roadmap

Background + Brief Retrospective

= Where Al Perform Well Today

= The Next Frontier: Al as Interviewer

= Conclusions & Predictions
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Here is the Agenda for the next 30 minutes or so …
First, I want to share a bit about my background because I think it’s important for you to understand the “lens” that I'm coming from. 
 
And I’d also like to go over a brief history of how technology has influenced qualitative research over the last two decades also to help set some context for my talk. 
 
Next, getting closer to the main topic, I want to review where I think we would all agree LLMs are doing an amazing job in terms of assisting with qualitative research. 
 
Then, we’ll get to heart of the question I’m posing which is whether AI is in a position to moderate a qualitative interview.
 
And then, lastly, I want to wrap it up with some conclusions and make some predictions on what I think we can expect to see in the coming months and years. 
 
All right … oh! and if you have any questions or comments, add them to the chat and we’ll go through each of them later. 
 



Some Questions You Just Gotta Ask

Qualitative Quantitative

In-depth, rich, nuanced, exploratory, the Statistically reliable, representative,

‘why’ behind the numbers repeatable, trend-able

Small sample sizes Large representative samples

Examples Examples
=  Focus groups = Diary studies = NPS = Customer satisfaction
= |Dls, dyads, triads = Ethnography = Key drivers = Segmentation
= Ux /Ui = BBFGs = Ad effectiveness = Brand tracking
= Communities =  QObservational » Choice modeling = Pricing analysis
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I’ve been a market research consultant -- working in the tech sector since the mid-90s and I came to the industry having already established some experience in qualitative and quantitative research, which is what I’m defining (very high-level) on this slide.  
 
I like to define qual and quant as the questions “you just gotta ask!” because there are insights that you simply cannot get from secondary data, or desk research, transactional data … or user generated content, right? 
 
Some questions you just gotta ask. 
  
So, we've got qualitative research on the left, which is characterized by small sample sizes and “unstructured” data. It’s often described as rich, exploratory or in-depth -- and there are different types of formats, as listed. There are many different flavors of qualitative research. 
 
And then on the quantitative side you have studies that are defined by large sample sizes, characterized as being statistically reliable, representative … great for “validating” qualitative insights, right? And there's a host of methods and statistical techniques that can be used there too, depending on your objective.
 
That’s qual and quant research 101 and I’m reviewing this not only because it’s my background but because it relates directly to what I'm going to be discussing later.  



Tech-Driven Innovations in Qualitative Research

Tech Advancements Impact on Qual Research

2000 2005 2010 2015 2020 » Faster data collection & real-

time insights

The internet becomes | Smartphones go Video conferencing Al-powered tools like Generative Al, LLMs, & . .

mainstream, mains?ream, sicial tools become reliable, NLP, chatbots, and advanced automation " Increased dlverS|ty and gIObaI
broadband expands, media (UGC) explode | and Al-powered deep learning become introduce new research reach of respondents

and early Web 2.0 in popularity analytics begin more refined; Zoom methods. Covid =  Lower costs compared to
tools emerge emerging grows in popularity accelerates virtual trends

traditional methods

=  Richer behavioral + emotional

Online forums Social media ‘listening’ | Mobile ethnography Automated text analysis | Virtual groups & IDIs
Human factors Digital ethnography Video interviews Behavioral analytics Al-assisted qual coding
Early discussion boards | Mobile diary studies Eye-tracking software (UX) | Remote UX research Al-powered qual analysis
Usability testing Online communities Sentiment analysis Automated AR/VR immersive research
UX testing Mobile UX testing transcriptions Al-driven video analysis

Innovations in Qual Research
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Okay, so let’s take a step back and note how technology has influenced qualitative research. 
 
This slide is meant to show that sort of interplay between tech advancements on the top and innovations in qual research on the bottom.
 
So, on the top half we’ve got things like the introduction of smartphones or when user-generated content exploded with web 2.0 – and when we started to see machine learning and AI-powered analytics, right? 
 
And on the lower half of the timeline, we’ve got corresponding innovations in qual research such as human factors and Ui and UX testing. 

In fact, I think a lot of the developments in qualitative research in the last 25 years came out of Ui / Ux because, as many of you know, it takes a tremendous about of work to build digital devices and interfaces that are both highly functional and appealing to users and customers.
 
We also have things like online community platforms and bulletin board focus groups and "listening campaigns" which became popular with social media. 
 
And of course, digital ethnography became possible when smartphones were widely-adopted.
 
And this has brought some profound changes in the way qualitative research can be conducted: 
We can quicken the time it take to collect qual data
We've increased diversity in the terms of the respondents we can reach
There are greater efficiencies and cost-savings 
And lastly, we have the ability to collect immediate emotions and behaviors -- thanks to smartphones and multi-media



Where Are We Now?

2025

Advances in autonomous Al agents, workplace automation, enhanced
search and reasoning tools, and breakthroughs in healthcare diagnostics

Synthetic respondents, widespread adoption of LLM-driven platforms assistants to
analyze transcripts, generate insights, and now ... conduct qualitative interviews
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So here we are now in 2025. 
�We are certainly in the midst of many incredible advances - a new industrial revolution, right? 

The most relevant advances for our topic today I would say I are autonomous AI agents and enhanced search and reasoning tools. 

And then below the line, where we're seeing the most impact of this, is in the widespread adoption of AI-based platforms to help analyze transcripts, generate insights, and even conduct qual interviews.

And of course thanks to CoLoop we are here today because of these developments.



Where are We Already Sold?
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Okay, so where are we SOLD in terms of using AI for qualitative research. 



LLMs are Indispensable for Certain Qualitative Tasks

Transcription & Translation Text Summarization
= Transcribes and translates in real time = Quickly identifies key themes, patterns, and sentiments
= Handles multiple languages and dialects = Enables faster decision-making, strategic development
Thematic Analysis Data Mining
= Generates draft of key insights / findings = Streamlines coding / categorizing mentions

= Can visualize data with word clouds, trend reports = Quickly mines large data sets for illustrative quotes

Uncovering
unexpected
insights
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Well, here are the ways that AI has, in my view, become indispensable for certain tasks.
 
Transcriptions and translations: You can turn around a draft of a transcript in a matter of seconds. It can handle multiple languages. You still need to have a human check the work, but there’s no argument there.
 
You've also got text summarization. We can analyze themes and sentiments and patterns in the data so much more quickly.

Related to this is a task that I really appreciate using AI for and that's tallying certain mentions – such as the number of times a competitive brand was mentioned, or the number of times certain specific product attributes got mentioned in a set of interviews or focus groups.  

AI can do that quickly and perhaps even more accurately and wholistically than a human because it has the ability to examine things thematically or semantically, not just textually. (fragrance, smell, sniff, etc.)

Data mining is another key benefit: You know, you're pulling together your final report and looking for a few really good, illustrative, juicy quotes – well, platforms like CoLoop can mine the data and find them for you so much more quickly. 
 
It can also even visualize themes with graphs and charts. That’s very handy. However, there is a risk in making qualitative data appear quantitative -- uh, but that's a topic for another day ...
 
And then my favorite one down here (in the star) is that AI can come up with some really amazing insights that you weren't even paying attention to! I mean, wow, that's great! 
 
Researchers still need to stay very close to the data. But you now have an "assistant" or "agent' to VALIDATE your analysis and help pull together a final report, in a tiny fraction of the time. 

So, I'm personally sold on AI’s ability to help in that last analysis and report writing phase of a study … but what about the data collection phase? How good is it at actually CONDUCTING the interviews?
 



LLMs are Pretty Good Conversationalists Too

Versatile

Can engage in a wide range of
topics, from casual chats to deep
technical discussions

Scalable Q

Can engage in countless
conversations simultaneously
and provide immediate,
thoughtful responses

Always On

Can converse without fatigue or time
limitations, serving as an always-
available assistant or chatbot

Contextually Aware

Can maintain short-term
context and details within a
conversation, tracking the
flow of dialogue

NAXION
RESEARCH ) CONSULTING


Presenter Notes
Presentation Notes
Okay, well, turns out, LLMs are also pretty good conversationalists! 
 
If you've played around with ChatGPT or customer service chatbots, you know that they are very versatile, meaning they can engage in a wide range of topics from casual chats to technical discussions. It can handle a back-and-forth chat really well. 
 
And these chat agents are also “always on” so, whereas as a human moderator, you can be pretty tired after conducting a day of interviews -- or towards the end of that evening focus group -- your “chatbot interviewer” is always available and not tired. 
 
It's also SCALABLE. Ah yes, scalability! The tech sector loves that word, doesn’t it? 
 
AI can conduct many interviews for you simultaneously. You could, if you want, field a hundred interviews in a day. I’m not saying that’s a good idea necessarily -- which is why I put a little question mark here -- but you can do it if you want. 
 
It’s also contextually aware, by which I mean it can maintain short-term context and details within a conversation. So, it can track the flow of a conversation and probe with a pretty high degree of relevance and accuracy.  



It Can Chat and Query. Can it Moderate?
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So we know it does a good job chatting and asking questions but can it actually moderate qualtiative interviews? 
 
And the answer is … Yes it can … 



When ‘Top-of-Mind’ or ‘Lower Stakes’ Data will Suffice

Current Use Cases
= Ui/Ux testing

= Customer support issues
= Ad/message testing
= Probing OE responses
= NPS score follow-ups
= ‘Smart’ BBFGs or diaries
= Hiring interviews

— = B2Cstudies

m = Non-executive B2B studies
NAXION
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... but ONLY (at least at THIS point in time) for certain types of studies … which I define as when brief, top of mind and/or ‘lower stakes’ data will suffice.
 
And if you look at the platforms and use cases that are on the market today, I think you’ll see evidence of this. 
 
Because these platforms -- and I won't name any names -- are geared towards research that addresses narrow topics – research that aims to capture “data” that is focused on very specific issues.
 
For example, UI / UX testing where you need to go in and test something discrete --  like a customer support issue, or a feature of an app or website, or alternative ads or messages / taglines.
 
You also see AI-assisted interviewing used in online surveys where the AI can generate probes to responses to open-ended questions. You know, you give a response to an open-end question and the AI can probe it. Very useful, right? You can't go very far – one or two probes at most –– but you can elicit deeper insights than you would otherwise get. 
 
And, note that by LOWER STAKESl, I don’t mean to be disrespectful to consumers and non-executive-level B2B respondents. It’s just that in order for qual-at-scale to make sense, you need to achieve ”economies-of-scale” (it’s called ‘qual at scale’ for a reason, right?) and you can’t get to ‘scale’ unless you can access a large participant pool without having to pay a lot in incentives. I'll talk about that more later ..

But getting back to the matter at hand … WHY this is the case? Why are AI-assisted interviews, TODAY, geared towards use cases that demand brief, top-of-mind responses or ‘lower stakes’ data? 



A Look at Current Limitations

Limited understanding Limited real-time adaptability

= Generates probes based on predictive patterns = Does not learn within individual, real-time conversations
= Lacks human perceptions and interpretations = Learning is static and happens between updates

= Lacks true empathy to build real rapport = Can repeat mistakes without adapting dynamically
Insensitive to inputs Difficulty with long-term context

= Differences in prompts generate varied responses = Struggles to hold context over multi-turn conversations

= Qutput can seem biased or culturally inappropriate = = Has difficulty tracking extensive, nuanced information

= Struggles with nuances like sarcasm or irony = Can lose track, resulting in errors or irrelevant responses
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Let's take a look at the current limitations ... the issues that are holding AI back from replacing qualitative research moderators:

The items on this slide are all interrelated, but it’s worth dissecting:
 
First is that its got limited understanding. LLMs don’t perceive and interpret things the way humans do. It's generating responses based on predictive patterns, rather than an actual perception or interpretation of what it “hears”. 

So, you may run into issues with responses or follow-up probes being insensitive or less relevant because it missed a subtle cue or nuance that a human would pick up.
 
Second, and related to this, is that slightly different inputs can generate very different responses.  Now, that happens all the time in human-led interviews, right?  How many times have you, as a moderator, gone off script (away from the topic guide) because the interview calls for it -- based on the conversation you’re having with a certain participant. 

And that’s exactly what makes qualitative research unique and powerful! But the difference here is that you, the moderator is in control in that moment. To take away that control -- which the platforms available today require -- is a bit antithetical to a fundamental aspect of qualitative research.
 
Third is that it is limited in its ability to adapt in real-time. It does not learn within an interview. It learns between updates. So, if you’re running many interviews at once, it can repeat mistakes without adapting dynamically. That can be a problem.
 
And lastly, it has difficulty with long-term context. It CAN handle short-term context -- back-and-forth chit-chat -- but it can’t come in and out of topics that might go off on tangents over the course of a 45-minute in-depth interview.
 
So, to summarize, AI is not thinking or reasoning as a human would. AND it doesn’t have the true empathy or intuition a human moderator would bring -- to help pick up cues or build real rapport and pivot in a way that a human moderator would. 
 
These are questions that we, as researchers, need to be asking ourselves. 
 
In what situations can or SHOULD we trust AI to moderate our interviews?
 



What’s the Practical Impact?

Set-Up to Control the Flow

= They require you to set up a rigid script > so
won’t know when someone skips ahead

" Problem of fatigue from all the OE questions >
so it’s unable to clarify complex issues or
answers

" You could offer a higher incentive to reduce
attrition > but that’s risky (outcome + budget)

Not Fit for Certain Studies

= Deep, exploratory (‘white space’) research

= Highly personal subjects (grief, mental health)

= Psychologically complex topics (to shift behaviors)
= Require adaptive reasoning + questioning

= Low incidence or hard to engage targets

Scalable 6
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So, if YOU were to participate in one of these interviews today? What are you likely to experience?

Or if you’re a researcher and trying to decide whether or not to try an AI-assisted interviewing platform --- what issues should you be aware of? 
 
This may look different tomorrow, because we know how fast advancements are coming, but this is what I’m seeing today at least … 
 
First off, the platforms are set-up to control the flow. 
 
They require a tight script – a pre-programmed discussion guide. 

Well, this is good, on the one hand, because you know it will ask your core set of questions. 
 
But, you don't know if the AI will probe the way you would necessarily want it to. You, as the researcher, have to relinquish some control over that process. 
 
So this leads to some clunky moments. 

For example, the AI won’t know if a participant skips ahead – happens to answer Question 7 while he or she is answering Question 2. So, a participant stands the chance of getting asked a question it already answered earlier. Not a big deal but could be frustrating and cause someone to drop-out.
 
There’s also the problem of fatigue from all the OE questions. Your discussion guide needs to be short to keep people engaged, but that limits your ability to clarify complex issues, right?
 
Or you could consider offering a higher incentive to reduce the risk of attrition – but that comes with risks too, because you still might NOT get the insights you need AND/OR you need to come up with more budget to pay for the higher incentives. There are trade-offs ... which I'll get to in greater detail later.
 
What all this means on a practical level, on the right side here, is that AI-assisted interviewing is NOT a great fit YET for certain types of studies. For example, it's not good for
 
Deep exploratory studies 
Or highly personal subjects (grief, mental health)
Or highly complex topics, for example to understand how to shift certain behaviors
Or studies that require a lot of adaptive reasoning and questioning
Or low incidence or hard to engage targets (for the budget reasons I mentioned)
 
And that last point brings me back to a question I posed earlier … how SCALABLE is it really, in the face of these limitations? 

I’m not saying these problems won’t be surmounted eventually. I'm actually quite confident they WILL be surmounted to SOME degree, but the ability is not there YET (at least not that I've seen). 


When ‘Top-of-Mind’ or ‘Lower Stakes’ Data will Suffice

Current Use Cases
= Ui/Ux testing

= Customer support issues
= Ad/message testing
= Probing OE responses
= NPS score follow-ups
= ‘Smart’ BBFGs or diaries
= Hiring interviews

W = B2C studies

= Non-executive B2B studies

NAXION
RESEARCH ) CONSULTING


Presenter Notes
Presentation Notes
So just to summarize this again … back to this slide … YES! it can moderate an interview, but only when brief, top-of-mind responses will suffice, OR when the respondents you need to reach are higher incidence like consumers or non-executive-level B2B targets. 
 
These could be 45-minute in-depth interviews but depending on the target, you would have to pay a lot in incentives to achieve the ECONOMIES-OF-SCALE from having the AI do the interviews. It comes down to a budget question. 
 
In fact, in my mind, where you wind up is something akin to a smarter bulletin board, or community, or diary study. 

They are certainly better than the ones we used 10-15 years ago -- they can probe a bit deeper and elicit additional insights -- but you can’t deviate too far off-script -- and the more specific or narrow the items you need to cover, the better because you -- as the "human in the room" –can track what the AI is reacting to and therefore probing. 
 
So, the kind of use case that I think makes sense just as one example is, NPS: You have, you know, people rating their "likelihood to recommend" on the 11-point scale and then you can use the AI to probe two or three times on why they rated a “7”. That’s a great use case. 

1. It’s designed for brief responses. 
2. And you're not expecting deep insights. 

A respondent COULD give you a long paragraph, and that’s great, but it doesn’t have to for YOU, the researcher, to get the data you need from the question -- and the study as a whole.
 
And so, what we're seeing now with AI-assisted interviewing platforms are SHORT hybrid qual-quant surveys. You might ask a few closed-ended profiling questions, but then the remainder of the ‘interview’ consists of 5-6 open-ended questions with AI probes.

 That's what the technology can do well, at THIS point, and it's reflected in current market offerings. 
 



Ask Not ‘Can it Moderate?’
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Okay, so now I want to bring up an important point which is that:
 
We might be asking the wrong question. 

Perhaps the question we should be asking is not: Can it moderate? 
 



Ask ‘What’s the Best
Methodological Match’?
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But rather ... What's the best methodological match?
 
And to explain what I mean here, let’s remember that there are trade-offs in every research study we're asked to design, and the trick is to fit the methodology with whatever constraints you’re working under, whether that be a limited budget or a tight timeline or a particularly narrow target audience.
 
And it’s within theses parameters that you have to weigh whether qual or quant or something in between like an AI-assisted interview is the right match for what you need. 



‘Pick Your Poison’

In-Depth Qual

Lower incidence
Smaller sample size
Comfortable timeframe
In-depth, exploratory data
Wide-ranging issues
Higher-level strategic
Nuanced, complex
Requires human guidance

Qual-at-Scale

Higher incidence
Larger sample size
Tight timeframe
Top-of-mind data
Specific issue
Gut-check
Troubleshooting
Al probes are sufficient

Quantitative

Higher incidence
Larger sample size
Comfortable timeframe
Statistically reliable data
Complex issues
Higher-level strategic
Critical business decisions
Strict script + answer choices
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You've got to 'pick your poison' so to speak.
 
And I don’t mean to sound pejorative here, but we’re always having to consider the constraints we’re working under, right?

So, what we’ve got is essentially a new category in the middle, with some aspects of qual but also akin in some ways to quant. 
 
This isn't going to be "new-news" for anyone who’s been in the research world for the last 8-10 years. It was referred to as ‘qual-i-quant’ for a while there, pre-covid -- and now it’s called "qual-at-scale" -- but we're talking about the same thing essentially. 
 
So, what kind of study would make sense for the middle box here? 
 
Well, you might have, for example, a HIGHER incidence target participant, so you COULD collect a larger sample size. Great, okay … but uh, let's say you have a TIGHT timeframe, so you don't want to do traditional qualitative. That might lend itself to a faster qual-at-scale approach, IF the objective is specific enough -- not exploratory. Oh, and This study could potentially be a good candidate for qual at scale.
 
But what IF the target respondent is LOWER-incidence and therefore commands a HIGHER incentive, and the topic is very complex or emotionally sensitive, in this hypothetical scenario, you might steer towards traditional qual.
 
Or, say it’s a HIGH-incidence target but the stakeholders want quantitative data, then you might consider using qual-at-scale, but only to probe some open-ends in the course of an online survey.
 
So, ultimately the GOOD news here for researchers is that we have more options – it’s another tool in the toolbox -- and that brings value across the ecosystem. 
 
Which is where I believe this is bringing us – a new tool in the toolbox



A New Tool in the Toolbox

Not Cost-Effective

100%
Human
Guided

In-Depth Qual

Top-of-Mind / Lower Stakes

I +
Why use 100% human-led focus . .
Ui / Ux testing

groups or IDIs for narrow topics, e.g., NPS .
for Ui/Ux and message testing? Al tracking '
Ad/message testing

Qual-at-Scale

can handle the heavy-lifting. B2C + non-exec B2B Quasi-
Human-
+ — Guided

Identify unmet needs Why trust Al to conduct highly complex
New features / product roadmap or highly-strategic studies, especially
Understand brand identity with B2B respondents? Risky!

Define marketing strategies

Not Trustworthy

In-Depth / Exploratory NAXION
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And I've laid out this perceptual map to help illustrate this. On the X-axis I've got 100% human-guided interviews -- the way its always worked – versus Quasi-Human-Guided interviews where the researcher has prepped the AI with a SCRIPT and DIRECTIVES but allows it to do the probing. 
 
And then on the Y-axis, you've got a continuum in terms of the type of data your study needs to collect. Is the study calling for top-of-mind reactions to a particular feature or customer service issue? 
 
OR are you in need of more exploratory data that can go deeper (or broader) on a less pointed topic. 
  
And you’ll notice these plusses and minuses in each of the quadrants. 
 
What I'm suggesting here is that we are going to see growth in qual-at-scale as illustrated in the upper right for the kinds of studies we’re talking about – namely those that AI is currently capable of PROBING effectively and ARE ABLE TO SCALE.
 
But that is not to say that in-depth qual is going to go away. Quite the opposite, as presented in the lower left, I believe there will always be objectives that demand an in-depth, qualitative approach.

But where we’re also going to get smarter, as researchers, is in deciding what does NOT make sense and these are represented in the top left and bottom right quadrants.

What's not going to be cost-effective? Or, what doesn’t make sense given the limitations?
 
Well, taking the top left quadrant, for example, why use a hundred percent human-led interviews for Ui / Ux testing? AI can handle the heavy lifting for that. 

You might need to do a few test studies to feel confident -- but you’re at least starting to ask the question … WHY NOT have the AI do this? And, based on your budget and other factors, that might be the best way to go. 
 
OR your client might still want to do things the standard way, in-person, NO AI! and that’s fine too … but you have an option now.
 
Then, on the bottom right is the area where I think, AI is not ready for primetime yet. For example, why trust AI to conduct highly complex or highly strategic studies, especially if they involve B2B respondents that command very high incentives -- you know, the kind that require you to pay $200 or $300 a pop.
 
And by highly strategic, I mean like studies to guide a clients' brand strategy or marketing strategy, like a deep dive on the competitive landscape OR a study to better understand the unmet needs of the ICP (ideal customer profile). 

I'm talking about studies that go beyond surface-level reactions.  ... studies that get at further-reaching strategic issues -- studies for higher-level "strategic planning" if you will.
 
I wouldn't trust AI for that ... and least not yet, and probably not for the next five years or so. It’s HARD to predict, things ARE MOVING FAST -- but it’s going to take some time before the platforms are ready for researchers to let go of that much control. 

And even then, I wonder if we’ll ever completely hand over the reins. 
 
In fact, I heard an interview last week with a Ui/Ux researcher from Microsoft who talked passionately about his desire to stay close the data and do the interviews himself – or at least SOME of the interviews himself. 
 
Okay, I'll get off my soapbox now. This isn't Hyde Park.


2026

6 Things to Look Out For

1

2

In-depth qual will be alive and well,
and highly-valued for what it does best

3

Best practices will develop for collecting
and quantifying qual-at-scale data

4

Qual data will be useful for LLMs to
stay up-to-date and address bias

5

Capabilities will expand as ‘reasoning”
or “agentic” Al is developed

6

Capabilities will improve as small LLMs
are trained to probe specific issues

‘Qual-at-scale’ should be renamed
‘sentiment-at-scale’
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So just to wrap up, I want to share Six Things to Look Out For ... lets say over the next 2-3 years.

Number One:
In-depth qual will be alive and well – and HIGHLY valued for what it does well. It's not going away. In fact, it will become more important for certain needs.

Number Two:
I believe that best practices will develop for the collection of qual at scale data. So -- along with the introduction of new AI-assisted interviewing platforms -- we’re going to establish processes for HOW BEST TO USE them -- and also how to appropriately PROCESS the data on the back-end IF you want to present it as quantitative - or quasi-quantitative.  
 
Number Three:
I think that qualitive data -- whether it's in-depth or at-scale -- will become increasingly important for LLMs to stay up to date and reduce bias. In fact, companies may become even MORE reliant on data of this sort to help them make in-the-moment marketing decisions. 

And that's REALLY exciting because it gets to the idea that it's going to be less about how to leverage the STUDY, and more about how to leverage the DATA.  
 
Number Four:
Capabilities will expand as ‘reasoning AI’ or ‘agentic AI’ develops. A key issue I was talking about earlier was AI's difficulty in handling multiple turns over the course of lengthy, complex interview. Improving THAT issue will certainly drive advancements in AI-assisted interviewing. 

Number Five: 
Capabilities will also improve as LLMs are trained to probe specific brand and product issues. So, the more particular the AI can be in terms of addressing a specific issue -- like a company's new product offering -- or the competitive landscape -- the more effective the AI will be in probing the way a human moderator would.

And THIS gets into the possibility that AI might actually become very useful for interviewing highly-sensitive topics -- like those related to the health care and financial sectors – because:

1. the AI has been trained on the topic AND 
2. SOME people may actually PREFER talking to AI rather than an actual human about sensitive issues.

That's possible.

And lastly, Number Six, and this is a bit of a joke, but I want to end on a lighter note, I believe that "qual-at-scale" -- as it exists today -- should be renamed "SENTIMENT-at-scale". Because the use cases its able to accommodate -- for methodological and budgetary reasons -- are more akin, in my view, to ‘sentiment analysis’ than in-depth qual. 

And that's it for my slides. I’ve said a lot and I hope it’s made some sense. I’d love to hear from all of you now.
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Questions?’

Cate Riegner
criegner@naxionthinking.com
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Does anyone have any questions or comments?

mailto:criegner@naxionthinking.com
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